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Examining Phase 1 — L2 & L3 integration phases and
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Colt’ s information delive atform

Colt connected cities Estinie
01 Bristol 19 Bielefeld 37 Aarhus. 55 Lucerne 73 Cagliari

02 Reading 20 Neuss 38 Maimo. 56 Chiasso 74 Nice

03 Lille 21 Offenbach 39 Gothenburg 57 Biel/Bienne 75 Montpellier
04 Kortrijk 22 Wiesbaden 40 Oslo 58 Lausanne 76 Toulouse
05 Mons. 23 Mainz 41 Halsinki 59 Nyon 77 Bordeaux
06 Charleroi 24 Mannheim 42 Bratislava 60 Dijon 78 Nantes

07 Liége 25 Bremen 43 Budapest 61 Grenoble 79 Rennes

08 Leuven 26 Potsdam 44 Bucharest 62 Genoa 80 Rouen

09 Eindhoven 27 Dresden 45 Graz 63 Brescia 81 Poitiers

10 Breda 28 Leipzig 46 Klagenfurt 64 Padua 82 Boston

T Den Bosch 29 Warsaw 47 St Polten 65 Venice 83 New York
12 Hoofddorp 30 Prague 48 Linz 66 Parma 84 Newark

13 Utrecht 31 Nuremburg 49 Salzburg 67 Bologna 85 Chi

14 Hilversum 32 Erding 50 Innsbruck 68 Florence 86 Sintra

15 Almere 33 Karlsruhe 51 Schaffhausen 69 Barl

16 Essen 34 Strasbourg 52 St Gallen 70 Naples

17 Dortmund 35 Bablingen 53 Pfaffikon 71 Catania

18 Manster 36 Esslingen 54 Winterthur 72 Palermo

Warsaw

USA

Chicago

Vienna
Munich / Wa\

/
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Bucharest

Data Centre & Metropolitan Area Network (MAN)
MAN

Colt connected city

Operational network managed end-to-end
Shared service operations

Network connections between cities are logical paths
and may not reflect actual routes.
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L2 & L3 product requirements

Characteristics L2 L3
Service type E-Line, E-LAN, E-Tree Internet, VPN, mVPN
Protection Sub50ms 100s of ms (~10x)
QoS 3 classes (user) 5 classes (user)

Bandwidth model | Hard QoS & CAC for CIR | Hard QoS & CAC for
in the access & core CIR in the access only

Latency Static explicit routing |GP-driven acceptable
(ERO from NMS or IGP)
critical for all “Fastnet
Ultra” services
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Historical situation

NB: Colt managed CPE (not customer’s)

== = = |P services over Ethernet access (metro)

°°°°°°°°° Ethernet services (metro & inter-metro) COlt
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Background to the L2 & L3 separation

Characteristics L2 requirements Gaps (in 2007)
Protection Sub50ms BFD, FRR, etc. not supported
in the L3 core
QoS Hard QoS & dual colour | None supported in the L3
rates core
Provisioning End-to-end point & click | More complex with the

transport PW infrastructure

Bandwidth Hard QoS for CIR in the | L3 core « too small » to serve

scaling core (per service the L2 traffic forecasts
instance)

Price point Focus on service unit L3 PE/P far more pricey
costs
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Technical and business benefits

STl B Operations, architecture, service nodes (PEs)

Reduced CAPEX (less devices per service, “pay as you grow”
core) and OPEX (simplified delivery & assurance)

Technical Statistical multiplexing gain in the core, also for L2 with EIR

Improved service unit costs (CAPEX/OPEX reduction,
statistical multiplexing), better delivery lead time and TTR,
L2 & L3 service blending (Integrated Routing & Bridging on PE)
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Phase 1 — L2 and L3 network integration

® &

L3 layer L2 layer

(IP edge & core) (Ethernet edge & core)
I

(Ethernet/IP edge & core)

integrated L2/L3 layer

L1 layer

(Long Haul DWDM core)

L1 layer

"""""" L2 MPLS wave/channel == = = |P services over Ethernet access (metro) @
............ : IP services require Most services (incl. IP)
L3 MPLS wave/channel ceeecceece Ethernet services (metro
. ( ) two CPEs require a single CPE
"""""" integrated L2/L3 MPLS == == == Transport (regional/long distance)

wave/channel



L2 & L3 integration phases

* Phase 1: Access layer (CPE actually)
—Immediate start

* Phase 2: Edge layer
—Vendor roadmap dependency (future release required for edge integration)

* Phase 3: Core layer

—Vendor roadmap dependency (same future release required for core
integration)
—Higher L2 product exposure and general development effort

* Alternative phasing
— No strict dependency between the phases
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Phase 1 — Access (CPE) integration

L2 CPE

L2 service —a

L2 access &
agqgregation ...
ggareg on.-—

L2 service ek

B

L3 service t CP
-\ /LB PE

L3 features moving to
the PE layer
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Phase 2 — Edge integration

L2 core
L2 CPE

L2 service —a ---------------- .

L2 access &

aggregatlc.).p.,:o o

@

L3 service =~

L2 service —_ L3 core
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Phase 3 — Core integration

L2 CPE

L2 service —ﬂ

L2 access &
aggregation ...’

@

L3 service =~
2crE &

L2 service —_
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L2 & L3 integration phases and challenges

General challenges for hybrid networking
* Organizational

* High-end L2 service definition

* Security

Access
* Quick win phase to save the L3 CPE

* Eligible L3 product feature set
— Options still requiring a L3 CPE (backup, resilience, remote access)
— Strong dependency on L2 CPE capabilities

Edge
* Optimisation of the service node architecture (shared PE)
* L2 product requirements, scalability and security

Core
* Most complex phase planned after the edge integration

° L2 product requirements, QoS & control plane architecture, test
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Progress review of the Colt project

Where we are now

* On the company roadmap with divisional resources already engaged
— Colt-wide integration work kicked off

* High level design done without major development required from the
main vendors

—Various development pieces to come from the general roadmap

° Areas under work in progress

— Strategy for the historical L2 & L3 edge and core: cap and grow, natural
decline over time (ceases), migrate
—PE architecture: shared PE for L2 & L3

—Dual vendor environment execution: tactical, mass production
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Progress review of the Colt project

Where we are going

2013+

H1/H2 2012

H2 2011 :
 Packet optical integration

H1 2011 :
- Edge/core ihtegration — Test & Build

H2 2010

Mid 2010 - Edge/core integration — Low level design

» CPE integration — Feasibility study

* High level design

- Integration project kick off «—— Phase 1 Phase2 ——
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Phase 2 — Adding packet optical integration

integrated L2/L3 layer

(Ethernet/IP edge & core)

integrated L2/L3
edge layer

L1 layer

(Long Haul DWDM core)

"""""" DWDM wave/channel = = = |P services over Ethernet access (metro)
"""""" MPLS LSPs ceeecceece Ethernet services (metro)

Most services (incl. IP)

require a single CPE COlt
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Highlighting what Colt needs from packet optical

* Meet all characteristics of Colt packet products (L2 and L3)
—Don'’t forget circuits!

* Deliver the expected benefits
— Core optimization
— Router bypass where it makes sense

* Functionalities
—MPLS packet switching (LSR role)
— OTN switching (grooming role, also for transit)
— Wavelength switching (ROADM role)

e Standard-based implementation
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Challenges with packet optical

* Similar to L2/L3 integration risks

* Fully integrated multivendor environment
—As opposed to overlay

* Overall operating model
—MPLS-TP evaluation
—NMS/OSS centric; more network signaling protocols; mixed
— Resiliency
— Product scope
— Multi-segment

* Dual vendor
— Complete rethink of the OSS layer

* Deployment alignment of two integration trains
—L2 with L3 and L1 with L2/L3

18
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Deployment alignment — Initial step

° L2 and L3 integrated at the CPE and PE layers

L1 layer

(Long Haul DWDM core)

19

integrated L2/L3 edge layer

(Ethernet/IP edge)

Most services (incl. IP) require a single CPE

IP services over Ethernet access (metro)

---------- Ethernet services (metro)

== == == Transport (regional/long distance)
""""" L2 MPLS wave/channel
""""" L3 MPLS wave/channel
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Deployment alignment — Second step

* Packet optical infrastructure roll-out and packet fabric activation

integrated L2/L3 edge layer

Hybrid LSR / optical core
L1 layer
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Deployment alignment — Last step

* Phasing out of L2 & L3 cores to packet optical

integrated L2/L3
edge layer

integrated packet optica
core layer
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MPLS LSPs
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Summary

* Carrier Ethernet continuity as an absolute requirement for Colt L2
products

* Fully approved L2/L3 integrated solution in 1 year time

* Infrastructure ready for product evolution
— e.g. hybrid L2 & L3 VPN services with collapsed PE

* Next step with packet optical in the core

4 )

A smarter integrated platform,
easier to operate,
cloud friendly,
\ and benefiting customers. Y
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Thank you. Questions?

Javier.benitez@colt.net

www.colt.net Co I.t
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